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Specific objectives are to: precision recall fl-score support
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* Generate features from text data for machine learning models Random Forest
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Successfully collected and annotated large dataset of MOF
synthesis — processed textual data using python tools

Created and evaluated machine learning models to 1dentify
synthesis paragraphs
Determined classification capabilities of highest

* Download metal organic framework related research performing model (logistic regression)

journal papers * C(lassification models for SVM and Logistic Regression were also

created — logistic regression being very high performing while SVM Develop flowchart methodology to understand and
had very low recall visualize MOF synthesis procedures
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* Annotation: We annotate paragraphs describing
synthesis procedure as positive example, and we randomly select
other paragraphs from articles as negative example. The .
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* We applied TF-IDF, Bag-of-Word models to extract features from
text data

 SVM, Random Forest, logistic regression models were used

Logistic Regression

Accuracy Score: 0.983 Accuracy Score: 0.983

* We use precision, recall and f1-score as evaluation metrics
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